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A Hybrid Clustering and Gradient
Descent Approach for Fuzzy Modeling

Ching-Chang Wong and Chia-Chong Chen

Abstract— In this paper, a hybrid clustering and gradient
descent approach is proposed for automatically constructing a
multi-input fuzzy model where only the input–output data of
the identified system are available. The proposed approach is
composed of two steps: structure identification and parameter
identification. In the process of structure identification, a clus-
tering method is proposed to provide a systematic procedure to
determine the number of fuzzy rules and construct an initial
fuzzy model from the given input–output data. In the process
of parameter identification, the gradient descent method is used
to tune the parameters of the constructed fuzzy model to obtain
a more precise fuzzy model from the given input–output data.
Finally, two examples of nonlinear system are given to illustrate
the effectiveness of the proposed approach.

Index Terms—Fuzzy modeling, gradient descent method, un-
supervised clustering algorithm.

I. INTRODUCTION

FUZZY modeling has been studied to deal with complex,
ill-defined and uncertain systems, in which the conven-

tional mathematical model fails to give satisfactory results. The
main goal of fuzzy modeling is to describe the input–output
behavior of a given system by a set of fuzzy inference
rules [1]–[14]. This approach can be regarded as a process
of system identification. In general, the identification of a
fuzzy system model consists of two major phases: structure
identification and parameter identification [4], [7], [12], [14].
The first phase is the identification of the structure of the fuzzy
model, and the second is the tuning of the parameter values of
the fuzzy model. Generally speaking, structure identification
mainly involves the determination of the structure of the
fuzzy system, the number of fuzzy rules, and the membership
functions of the premise and consequent fuzzy sets in each
rule. Therefore, the purpose of structure identification is to
construct an initial fuzzy model to describe the inherent
structure of the given input–output data. In the process of
the parameter identification, a parameter learning procedure
is applied to obtain a more precise fuzzy model.

When we have a lot of input–output data from the observa-
tion of the identified system, and we have no other information
about the system, how to determine the structure of the fuzzy
model becomes an important issue. In general, if only the
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input–output data are available for the system, then clustering
is one of the most promising techniques to construct the
structure of the fuzzy system. Several clustering techniques
[15] had been used to extract rules to construct the initial rule-
base, such as fuzzy c-means (FCM) algorithm [4], [5], [10],
and the mountain method [14], [16], [17], [18]. The basic idea
is to group the input–output pairs into clusters and use one
rule for one cluster; that is, the number of rules equals the
number of clusters. However, the disadvantage of the FCM
algorithm is that the number of clusters must be predetermined.
If the number of clusters is given, the clustering results of the
FCM algorithm are also influenced by the choice of initial
cluster centers and the distance measure. On the other hand,
the mountain method is proposed for approximately estimating
cluster centers [4], [14], [18]. The procedures of the method
are the drawing of grid lines on the data space, the construction
of a mountain function from the data, and then the destruction
of the mountain to obtain the cluster centers. The mountain
method does not require predetermination of the number of
clusters, but it needs to let intersecting points (grid points)
of grid lines as the candidates for cluster centers. Therefore,
the closeness of approximation of the actual centers is very
sensitive to the denseness of the grid lines. The more the
grid lines the closer the approximation, but more calculations
are needed. The computation work increases exponentially
with the dimension of the problem because the method must
evaluate the mountain function over all grid points [4]. In
addition, the mountain method cannot classify the data set
such that it cannot analyze the shapes or the sizes of clusters.
Thus, the width of the membership functions of the fuzzy
model is set to be the same [14]. Consequently, the obtained
fuzzy model cannot clearly describe the behavior of the given
input–output data. In order to avoid these drawbacks, we
propose a clustering algorithm by which the clusters are
automatically generated and the data points are appropriately
classified. It is worth emphasizing that the proposed clustering
method does not need any prior assumption about the structure
of the data. The inherent structure of the input–output data can
be described by the proposed clustering algorithm. Therefore,
in the process of structure identification, the number of fuzzy
rules and a rough estimate of the membership functions of each
rule can be obtained by the proposed clustering algorithm.

When an initial fuzzy model is constructed in the process
of structure identification, a parameter learning procedure is
successively applied to obtain a more precise fuzzy model in
the process of parameter identification. Generally speaking, the
process of parameter identification is a process for tuning the
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TABLE I
NUMERICAL VALUES OF THE ORIGINAL DATA POINTS AND MOVABLE VECTORS AT THE END OF EACH ITERATION

parameters of the fuzzy model to minimize the squared error
function. In this paper, the gradient descent method is applied
to tune the parameters of the constructed fuzzy model. The
remainder of this paper is organized as follows. In Section
II, we propose a new clustering method for automatically
generating an initial fuzzy model from the given input–output
data. Multidimensional Gaussian functions and real values are
respectively used to describe the fuzzy sets in the premise
and consequent part of the fuzzy rules. In Section III, the
gradient descent method is applied to learn the behavior of the
input–output data so that a precise fuzzy model is identified.
In Section IV, two examples of nonlinear system are used to
illustrate the effectiveness of the proposed approach. Finally,
Section V concludes the paper.

II. STRUCTURE IDENTIFICATION BY

THE PROPOSEDCLUSTERING METHOD

In general, the process of structure identification of a fuzzy
model is to obtain the information that includes the structure
of the fuzzy system, the number of inference rules of the
fuzzy model and rough estimates of the parameters describing
the fuzzy sets in the premise and consequent parts. We first
propose an alternative approach to extract the fuzzy rules
based upon clustering analysis of the input–output data. The
clustering method is described as follows.

Let be a set of vectors
in a -dimensional feature space, where

is a vector. Our objective is to
cluster the given data set into several groups such that similar
points are grouped into the same cluster while dissimilar
points are in different clusters. We find that vectors with high
relational grades will have the same characteristics, thus we
can group those vectors as a cluster. Therefore, the idea is
that we choose a point as a reference vector and find those
vectors which have high relational grades with the reference
vector. Then we can replace the reference vector by the
average of those vectors with high relational grades with
the reference vector. In this way, the replaced vector tends
toward the center of cluster. The unsupervised algorithm can
be proposed as follows.

Step 1) Define movable vectors and
let , that is, is the initial value of .

Step 2) Calculate the relational grades between the ref-
erence vector and the comparative vector
by

(1)

where represents the Euclidean distance
between and ; and is the width of the
Gaussian function.

Step 3) Modify the relational grades between the reference
vector and the comparative vector by the
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(a) (b)

(c) (d)

Fig. 1. Intermediate results for Table I at the end of each iteration. (a) First iteration; (b) second iteration; (c) third iteration; and (d) sixth itera-
tion (convergence).

Fig. 2. Synthetic data set.

following formula

if
otherwise.

(2)

where is a small constant.

Step 4) Calculate by the
following equations

(3)

Step 5) If all the vectors are the same as
, then go to Step 6; otherwise let

, and go to Step 2.
Step 6) Based on the final results , we

can determine that the number of clusters is equal
to the number of convergent vectors, the original
data with the same convergent vector are grouped
into the same cluster, and the convergent vector is
the cluster center.

It is evident from (1) that the closer the comparative vector
to the reference vector is, the higher the relational grade
is. That is, the value of is maximum for that coincides
with and the value of decreases exponentially with
the distance of away from . The idea of this procedure
is to group the data points with high relational grades as a
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Fig. 3. Results obtained by the proposed clustering algorithm for the synthetic data set.

cluster. Thus, we modify the relational grade in Step 3 such
that the vectors with low relational grades cannot give any
effect on the movable vector in Step 4. In this paper, we
choose . According to the algorithm, these movable
vectors will gradually converge to some vectors. Therefore, the
number of convergent vectors is the number of clusters, and the
convergent vector is viewed as the center of the corresponding
cluster. It is worth emphasizing that the proposed clustering
method does not require predetermination of the number of
clusters and the appropriate initial cluster centers. Furthermore,
the data points can be classified according to the convergent
vector of each data point. That is, the data points are classified
as the same group when their convergent vectors are the same.

In order to illustrate the process of the proposed clustering
algorithm, we consider a set of data points in space. The
numerical values of the original data points and movable vec-
tors at the end of each iteration using the proposed algorithm
are listed in Table I. The simulation results are shown in
Fig. 1, where and are represented as
“x” and “o”, respectively. We find that the moveable vectors
respectively converge to three points in the 6th iteration. This
indicates that there are three clusters, and the three cluster
centers are at and , which are
consistent with the actual cluster centers of the given data.
Furthermore, from the results in Table I, we can easily find that
the data set is classified into three groups

and according
to the convergent vector of each data point. In order to
illustrate the effectiveness of the clustering algorithm, we
also consider a data set containing three clusters of various
shapes and sizes shown in Fig. 2. After the proposed clustering
algorithm and the FCM algorithm are respectively applied to
the synthetic data set, the obtained results are respectively
shown in Figs. 3 and 4, where “*” signs indicate the locations
of the resulting cluster centers. In the estimation of the
cluster centers, the cluster centers estimated by the proposed
method is more reasonable than that by the FCM method.
In the classification of the data, the data set is classified
correctly by the proposed approach, but many data points

are misclassified by the FCM method. On the other hand,
the mountain method with the more grid lines can obtain the
reasonable cluster centers as the proposed method. However,
the mountain method cannot classify the data set, hence it
cannot analyze the shapes or sizes of clusters. Consequently, in
the sense of fuzzy modeling, the proposed clustering algorithm
is better than the FCM algorithm and the mountain method. In
the following, we will describe how to use the obtained cluster
centers to construct an initial fuzzy model to approximate the
behavior of the input–output data.

Let us assume that input–output data are
obtained from the observation of the identified system and each
data point is represented by ,
where is the input vector of theth
input–output pair and is the corresponding output. When

clusters are obtained by the proposed clustering algorithm
for the given data set, and the corresponding cluster centers
are , the
rule-base of an initial fuzzy model can be constructed as
follows:

Rule : If is then is (4)

where is the number of fuzzy rules,
is the input variable, is

the output variable, is a multidimensional fuzzy set in
the premise part, and is a real number in the consequent
part. In each rule, the real number in the consequent
part is described by

(5)

and the fuzzy set in the premise part is described by the
multidimensional Gaussian membership function

(6)

where is the width of the Gaussian function. It is clear
that the rule number and the premise and consequent pa-
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Fig. 4. Results obtained by the FCM algorithm for the synthetic data set.

rameters of the initial fuzzy model are determined by the
cluster number and the corresponding cluster center

, which
are obtained by the proposed clustering algorithm. In order to
determine the appropriate value of , we let

(7)

where is the farthest data point from the cluster center
in the th cluster, and is a constant value. That is,
we let the membership value be equal to the value
of . Therefore, from (6) and (7), an appropriate value of
can be directly derived by

(8)

Based on experience, we suggest and we adopt
in this paper. From the above discussion, we know

that the proposed clustering method can provide a systematic
approach to construct an initial fuzzy model from the given
input–output data.

III. PARAMETER IDENTIFICATION BY

THE GRADIENT DESCENT METHOD

In Section II, a rough fuzzy model is automatically gener-
ated from the given input–output data by using the proposed
clustering algorithm. By using the weight averaged method,
the output of the constructed fuzzy model can be described by

(9)

From (5), (6), and (9), we know that the output of the con-
structed fuzzy model consists of the following real parameters:

and .
In which, and are the premise
parameters describing the fuzzy set , and is the
consequent parameter describing the fuzzy singleton. It is
clear that the performance of the constructed fuzzy model that
approximates the behavior of the given input–output data will

be influenced by these premise and consequent parameters.
Consequently, in the process of parameter identification, a
parameter learning procedure is used such that the procedure
can further use the given input–output data to finely tune the
parameters of the constructed fuzzy model. In this paper, the
gradient descent method is applied to tune these parameters to
minimize the following squared error function

(10)

where is the desired output data for the input data
and is the output of the

fuzzy model corresponding to the same input data. We denote
the instantaneous error as

(11)

where is the normalized membership value of theth
rule and is described by

(12)

According to the gradient descent method [4], [6], [12], [14],
the rules for learning the premise and consequent parameters
are

(13)

(14)

(15)
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Fig. 5. Classification results of the proposed clustering algorithm.

where denotes the learning rate. In the learning procedure,
the parameter values and

obtained by the clustering method are considered as
initial values and

. The above recursive expressions provide an algo-
rithm for tuning the parameters

and until the same parameters as the previous
iteration are obtained.

In summary, the procedure of the hybrid clustering and
gradient descent approach is that first the proposed clustering
algorithm is used to construct a rough fuzzy model in the
structure identification step and then the gradient descent
method is used to adjust the parameters of the constructed
fuzzy model in the parameter identification step.

IV. NUMERICAL EXAMPLES

The effectiveness of the proposed hybrid clustering and gra-
dient descent method is illustrated by the following examples:

Example 1:
We consider a set of input–output data generated by the

nonlinear system [14]

(16)

with in the interval and a noise component with
amplitude 0.2. In the structure identification step, the classifi-
cation results of the proposed clustering approach are shown in
Fig. 5, where “ ” signs indicate the locations of the resulting
cluster centers. This figure shows that the data points are
classified into five groups and there are five cluster centers.
Consequently, we can construct a rule-base of the initial fuzzy
model associated with the obtained five clusters as follows:

Rule : If is then is (17)

where and are the input and output variables, respectively.
The parameter values of the premise and consequent fuzzy
sets are listed in Table II. Fig. 6 shows the output of the fuzzy
model that is obtained by the proposed clustering approach. It
can be seen that the output closely approximates the original
nonlinear equation. For comparison, the mountain method is

TABLE II
PARAMETER VALUES OF THE INITIAL FUZZY MODEL

DETERMINED BY THE CLUSTERING ALGORITHM FOR EXAMPLE 1

Fig. 6. Output of the initial fuzzy model determined by the proposed
clustering algorithm for Example 1.

Fig. 7. Output of the initial fuzzy model determined by the mountain method
for Example 1.

applied to the same data set, and the output of the obtained
fuzzy model is shown in Fig. 7. We find that the output of the
initial fuzzy model determined by the mountain method [14]
is a very crude estimate of (16).

In the parameter identification step, using the values of the
cluster centers obtained by the clustering algorithm as initial
values of and and a learning rate

, we obtain the final parameter values of the fuzzy
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TABLE III
FINAL PARAMETER VALUES OF THE FUZZY MODEL DETERMINED BY THE HYBRID

CLUSTERING AND GRADIENT DESCENT APPROACH FOREXAMPLE 1

Fig. 8. Output of the final fuzzy model determined by the proposed hybrid
clustering and gradient descent approach for Example 1.

TABLE IV
PARAMETER VALUES OF THE INITIAL FUZZY MODEL

DETERMINED BY THE CLUSTERING ALGORITHM FOR EXAMPLE 2

model, which are listed in Table III. In Fig. 8, we show the
output of the obtained fuzzy model after parameter tuning by
the gradient descent method. We can see that a rather close
approximation of the original nonlinear system is obtained by
the combination of the proposed clustering and the gradient
descent method.

TABLE V
FINAL PARAMETER VALUES OF THE FUZZY MODEL DETERMINED BY THE HYBRID

CLUSTERING AND GRADIENT DESCENT APPROACH FOREXAMPLE 2

Fig. 9. Original input–output data set for Example 2.

Fig. 10. Output of the final fuzzy model determined by the proposed hybrid
clustering and gradient descent approach for Example 2.
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Example 2: Consider a set of three-dimensional data gen-
erated by the nonlinear system [1]

(18)

with in the interval and in the interval .
From the evenly distributed grid points of the input range

to the nonlinear system,
input–output data points are obtained. In the structure identifi-
cation step, 13 cluster centers are determined by the proposed
clustering algorithm. Consequently, we can construct a rule-
base of the initial fuzzy model associated with the 13 clusters
as follows:

Rule : If is then is (19)

where and are the input and output
variables, respectively. The parameter values of the premise
and consequent fuzzy sets are listed in Table IV. In the
parameter identification step, we choose the values of cluster
centers obtained by the clustering algorithm as initial values
of and and a learning rate

for the parameter tuning procedure. The obtained
final parameter values of the fuzzy model are listed in Table V.
The outputs of the original nonlinear system and the fuzzy
model described by Table V are plotted in Figs. 9 and 10,
respectively. It is clear that the fuzzy model determined by
the proposed approach has a very good approximation.

From the above results of two examples, we can illustrate
that the proposed approach is effective in fuzzy modeling.

V. CONCLUSION

In this paper, we proposed a hybrid clustering and gra-
dient descent approach to build a multi-input fuzzy model
where only the input–output data of the identified system are
available. The proposed clustering algorithm can automatically
generate an initial fuzzy model, in which multidimensional
membership functions and real values are respectively used
to describe the premise and consequent fuzzy sets. Then,
the gradient descent method is used to tune some adjustable
parameters such that the obtained fuzzy model has a higher
accuracy. The key idea is to generate an initial fuzzy model
from the information of the number of clusters and the
corresponding cluster obtained by a proposed clustering al-
gorithm. The proposed clustering algorithm does not need any
prior assumption about the data. It needs not to determine
the appropriate cluster centers in the initialization step. The
locations of the clusters can be efficiently determined and the
data can be appropriately classified by the proposed clustering
method. Therefore, it can be efficiently applied in fuzzy
modeling to describe the behavior of the identified system.
Obviously, the width of the Gaussian function in (1)
plays an important role in the proposed clustering algorithm,
because the specified value of will affect the number of
clusters in the data analysis and the rule number in the
fuzzy modeling. Generally speaking, the optimal value for
the coefficient is application dependent and requires some
experimentation by trial-and-error. But, in the topic of fuzzy
modeling, the appropriate value ofcan be easily determined
by the required performance index (e.g., mean squared error).

From the simulation results and the comparison, it is clear
that the proposed clustering method is better than the FCM
clustering algorithm and the proposed hybrid method is useful
for fuzzy modeling.
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